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Abstract

Population cycles are fundamentally linked with spatial synchrony, the prevailing paradigm being
that populations with cyclic dynamics are easily synchronised. That is, population cycles help give
rise to spatial synchrony. Here we demonstrate this process can work in reverse, with synchrony
causing population cycles. We show that timescale-specific environmental effects, by synchronising
local population dynamics on certain timescales only, cause major population cycles over large
areas in white-tailed deer. An important aspect of the new mechanism is specificity of synchronis-
ing effects to certain timescales, which causes local dynamics to sum across space to a substantial
cycle on those timescales. We also demonstrate, to our knowledge for the first time, that syn-
chrony can be transmitted not only from environmental drivers to populations (deer), but also
from there to human systems (deer-vehicle collisions). Because synchrony of drivers may be
altered by climate change, changes to population cycles may arise via our mechanism.
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INTRODUCTION

Population cycles have intrigued ecologists for over 100 years
(Myers, 2018). An early hypothesis for the cause of cycles, for
the Canadian lynx-snowshoe hare system and other systems,
posited that strongly cyclic environmental phenomena such as
sun spots may drive population cycles (Sinclair et al., 1992;
Selas et al., 2004). The sun spot hypothesis was refuted, how-
ever (Nilssen et al., 2007; Myers and Cory, 2013), and
whereas it is now recognised that environmental drivers can
alter cycles through their interactions with intrinsic population
processes (Watson et al., 2000; Kausrud et al., 2008), for dec-
ades research has focused instead on explanations of the ori-
gin of cycles which involve nonlinear or delayed density
dependence, often via predator–prey interactions and para-
sitism (Kausrud et al., 2008; Krebs, 2013; Myers and Cory,
2013; Martı́nez-Padilla et al., 2014; Krebs et al., 2018).
Population cycles are fundamentally linked with spatial syn-

chrony, the tendency for geographically distinct populations
to exhibit correlated temporal fluctuations. Theory predicts
that cyclic populations can be synchronised via weak coupling
from dispersal or via shared exogenous forcing (Moran
effects), in a process known as nonlinear phase locking
(Bjørnstad, 2000). Empirical evidence from laboratory experi-
ments (Vasseur and Fox, 2009; Hopson and Fox, 2019) and
observational data (Haynes et al., 2019) support these predic-
tions. Indeed, the lynx-hare system features cycles thought to

be synchronised regionally by phase locking through Moran
effects (Stenseth et al., 1999, 2004). As a consequence, the pre-
vailing paradigm is that cycles and synchrony are linked
because populations whose dynamics are intrinsically cyclic
are easy to synchronise: population cycles help cause spatial
synchrony.
We here propose a mechanism by which the direction of

causality can be reversed: instead, spatial synchrony can give
rise to population cycles. The mechanism comprises the fol-
lowing two steps. First, an exogenous driver synchronises
non-cyclic local population fluctuations on a particular time-
scale. Many large climate phenomena fluctuate, episodically
or consistently, with emphasis on particular timescales. For
example, from ca. 1965–1995, the North Atlantic Oscillation
(NAO) contained a substantial 10-year oscillatory component
(Sheppard et al., 2016). Thus local weather variables influ-
enced by climatic oscillations can contain periodic compo-
nents which are synchronous across large areas. These
components may be weak and therefore hardly noticable, in
comparison with asynchronous, local fluctuations with which
they are combined. Synchronous periodic components in local
weather can nevertheless propogate, via Moran effects, to pro-
duce weak, synchronous periodic components in local popula-
tion dynamics. Timescale-specific spatial synchrony of
populations is probably common (Defriez et al., 2016; Shep-
pard et al., 2016, 2017, 2019; Defriz and Reuman, 2017a,b;
Walter et al., 2017; Anderson et al., 2019; Haynes et al.,
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2019). Second, the weak periodic components of local popula-
tion dynamics, being synchronous across space, reinforce each
other in the total regional population, whereas stronger, asyn-
chronous components on other timescales cancel in the spatial
total. Thus periodicities in dynamics which may be unnotica-
ble at the local spatial scale become dominant at the regional
scale. The key here is that synchrony occurs on a particular
timescale. Dynamics of the total, regional population are then
dominated by a cycle on that timescale. See Fig. 1 for a simu-
lated example. A theoretical approach is summarised below
and elaborated in Supporting Information (SI) section S1.
The bulk of the paper presents empirical evidence for the
mechanism.
One potential applied concern is that if fluctuations in local

time series do become amplified in a timescale-specific manner
as outlined above, outbreaks of pests or disease could follow
(Rohani et al., 1999). For example, timescale-specific syn-
chrony of local populations of pests may produce cycles in
the regional total pest population and therefore in the damage
they cause. Timescale-specific synchrony could also be impor-
tant for industries, such as hunting, that exploit multiple pop-
ulations across space if it causes cycling in the regional total
population. If the time series of Fig. 1d–f were deer popula-
tions in counties within a state so that Fig. 1j–l are state-total
populations, differences between the scenarios of Fig. 1 could
impact the hunting industry. Cycles may then also cause cas-
cading effects on human economic and social systems.
The ecological system for which we explore the importance

of these idea centres on white-tailed deer (Odocoileus virgini-
anus) populations across the state of Wisconsin (WI), USA,
and on rates of deer-vehicle collisions (DVCs). White-tailed
deer is a species of interest due to its economic and cultural
benefits and ecosystem impacts (Côté et al. 2004; Conover,
2011). Across the USA in 2011, US$34Bn were spent hunting
big game, including deer (U.S. Department of the Interior
et al. 2011). In WI, hunting-related economic activity is about
1% of state GDP (U.S. Department of the Interior et al.
2011). DVCs cause about 50 human fatalities and US$1.5Bn
in vehicular damage annually across the USA (Conover,
2011). Thus it is an important question what drives the year-
to-year variability in statewide deer abundance and DVC
totals. We consider potential drivers of deer populations
including both environmental factors and the direct effects of
hunting. We use data from 1981 to 2016 (Fig. 2) aggregated
at three spatial resolutions: counties (N¼ 71), United States
Department of Agricultural (USDA) districts (N¼ 9), and sta-
tewide (Methods).
Here we demonstrate, using theory and deer data, how time-

scale-specific spatial synchrony can produce regional population
cycles. We also show that timescale-specific deer population syn-
chrony begets timescale-specific synchrony in DVCs across the
state, producing cycles in state-total DVCs as well. Fluctuations
in deer population abundances in the counties of Wisconsin were
synchronous due to fluctuations in winter climate, and synchrony
occurred mainly on 3- to 7-year timescales. Deer synchrony in
turn produced synchrony in DVCs on 3- to 7-year timescales.
Timescale-specific synchrony caused substantial fluctuations on
3- to 7-year timescales in both state-total deer populations and
DVCs. Our results provide a theoretical description and empirical

support for a new mechanism of cycles, and for its potential
applied importance. In contrast to the well-understood mecha-
nism by which cycles can beget synchrony, our mechanism shows
that synchrony, when specific to certain timescales, can also pro-
duce cycles.

SUMMARY OF THEORY

The statement of our main theoretical result requires a con-
ceptual understanding of the power spectrum (or, simply, spec-
trum) of a population or other time series, and of the
cospectrum of two time series. The spectrum is useful for
studying population cycling because peaks in the spectrum
indicate cyclic dynamics. Given a time series or stochastic pro-
cess, wi tð Þ, measured in location i, the spectrum Swiwi

fð Þ is a
function of frequency, f. The frequency of a periodic oscilla-
tion is one over its timescale, that is, one over its period. The
value of the spectrum Swiwi

fð Þ is larger for frequencies on
which wi tð Þ oscillates with greater strength. So, for instance, a
population that exhibits strong (respectively, weak) 10-year
timescale oscillations will have a spectrum with a large (re-
spectively, small) peak at the frequency 1=10yr�1. The spec-
trum decomposes the variance, var wi tð Þð Þ, according to the
timescales on which it occurs, that is, an appropriate integral
of Swiwi

fð Þ across all frequencies equals var wi tð Þð Þ. The cospec-
trum of two time series, wi tð Þ and wj tð Þ, decomposes their
covariance, cov wi tð Þ,wj tð Þ

� �
, in a similar way: the cospectrum,

Cwiwj
fð Þ, is a function of frequency with peaks occurring at

frequencies for which oscillations in wi tð Þ and wj tð Þ are strong
and coincident in their phases, that is, synchronous; an inte-
gral of Cwiwj

fð Þ equals cov wi tð Þ,wj tð Þ
� �

.
Our main theoretical result expresses the spectrum, Stot, of

a total population across a region composed of i¼ 1, . . .,N
local areas in the form

Stot fð Þ¼Fpopdyn fð Þ ∑
N

i¼1

Sɛiɛi fð Þþ ∑
N

i, j¼ 1

i≠j

Cɛiɛ j fð Þ

2
664

3
775, (1)

where Fpopdyn fð Þ reflects population dynamics within the local
areas, and the Sɛiɛi are spectra and the Cɛiɛ j are cospectra of
environmental noise time series in the local areas. This result
is for a model exhibiting autoregressive moving average
(ARMA) dynamics within a habitat patch, and Fpopdyn fð Þ is a
function that depends only on the ARMA coefficients (Sup-
porting Information section S1). If dynamics are not intrinsi-
cally cycling, then Fpopdyn fð Þ has no peaks and does not
contribute to whether Stot is peaked. The term ∑N

i¼1Sɛiɛi fð Þ in
(1) encapsulates the effects of periodicities in local environ-
mental noise time series on whether the total population exhi-
bits cycling. The term ∑

i≠j
Cɛiɛ j fð Þ in (1) encapsulates the effects

of timescale-specific synchrony on whether the total popula-
tion exhibits cycling. The key observation here is that, when
N is large so that the region being considered is a combina-
tion of a large number of local areas, the first term is likely to
make a smaller contribution to Stot than the second term; the
first term is a sum of only N quantities and the second is a

sum of N2�N quantities, and N2�N≫N for large N. Thus
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theory predicts that timescale-specific patterns of synchrony
are very important for whether spatial-total populations exhi-
bit cycling. Of course, which of the two terms in brackets in
(1) is larger depends not only on the number of summands in
each term, but also on their values. We explore reasonable
scenarios in the Supporting Information and find that the ini-
tial intuition is correct, that timescale-specific synchrony is
often a very important determinant of regional population
cycles. See Supporting Information section S1 for the theory
and for examples, including Figs S1, S2 and S3.

METHODS

Empirical data

Using data provided by the Wisconsin Department of Natural
Resources (WIDNR), we calculated annual deer abundance
estimates for the period 1981–2016 for each of 71 WI coun-
ties; and an index of hunter abundance for each county for
1992–2016. We obtained estimates of DVCs for each county
for 1987–2016 from the WI Department of Transportation

Figure 1 Simulations demonstrating our mechanism whereby timescale-specific synchrony can cause population cycling. Three scenarios with different patterns

of environmental synchrony result in different outcomes: scenario 1, an asynchronous-environment scenario, results in no population synchrony or cycling;

scenario 2 has environmental synchrony on a 3-year timescale, resulting in 3-year population synchrony and 3-year regional-scale cycles; scenario 3 has

environmental synchrony on a 10-year timescale, resulting in 10-year population synchrony and 10-year cycles. In scenario 1, environmental noise in location i

(i¼ 1, . . .,71; first 15 locations shown in (a)) was modelled as e
1ð Þ
i tð Þ¼ sin 2πt=w 1ð Þ þ2πu 1ð Þ

i

� �
þ3ɛ 1ð Þ

i tð Þ, where w 1ð Þ ¼ 3, the u
1ð Þ
i were independent draws from the

uniform distribution on 0,1ð Þ, and the local noises ɛ 1ð Þ
i tð Þ were standard normal and independent across locations and times. In scenario 2, noise (15 locations

shown in (b)) was e
2ð Þ
i tð Þ¼ sin 2πt=w 2ð Þ þ2πu 2ð Þ� �þ3ɛ 2ð Þ

i tð Þ where w 2ð Þ ¼ 3, u 2ð Þ was one single standard normally distributed random number used for all

locations, and the ɛ 2ð Þ
i tð Þ were again standard normal and independent. Noise for scenario 3 (c), was like scenario 2 but used w 3ð Þ ¼ 10. Thus the noises in

scenarios 2 and 3 had weak and not visually obvious timescale-specific synchrony and those in 1 had no synchrony. Populations were modelled as

p
sð Þ
i tþ1ð Þ¼ ρp sð Þ

i tð Þþ e
sð Þ
i tð Þ using ρ¼ 0:4 for scenarios s¼ 1,2,3, and are displayed (d–f) for locations 1–15. Although population synchrony was weak and

cannot readily be detected visually, wavelet mean field magnitude plots (Methods) revealed that synchrony was present, in scenarios 2 and 3, on 3- and 10-year

timescales (g–i); on such plots, higher values mean greater synchrony at the given time on the given timescale. Total populations (j–l) show clear cycling in

scenarios 2 and 3, of periods 3 and 10, respectively, consistent with the proposed mechanism from the Introduction: synchrony on a given timescale produces

cycling on that timescale in the total population. We used 71 locations because the empirical analyses of this study focus on white-tailed deer populations in

Wisconsin, and Wisconsin has 71 counties for which deer data were available. Time series on (a-f) were shifted vertically for readability.

© 2020 John Wiley & Sons Ltd/CNRS
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(WIDOT), as well as traffic volume estimates (millions of
miles driven per county) for 1988–2016, to control for traffic
in our analysis of DVCs. We obtained daily weather station
data from the National Climatic Data Center (https://www.
ncdc.noaa.gov/) and performed averaging to produce annual
time series of winter (Dect�1 to Mart) weather by county for
snow depth, precipitation amount and minimum and maxi-
mum air temperature – here called Tmin and Tmax. We also
calculated a Winter Severity Index (WSI), previously known
to relate to winter impacts on deer populations (WIDNR
2001). Winter and growing-season (Apr–Nov) annual time
series for the NAO, the multivariate El Niño Southern Oscil-
lation Index (MEI) and the Pacific Decadal Oscillation (PDO)
were obtained by averaging monthly values. All of these have
been shown to influence large ungulate population dynamics

in North America (Post and Stenseth, 1998; Post and Forch-
hammer, 2004; Ciuti et al., 2015). High values of these indices
generally correspond to mild winter weather over WI (Rodi-
onov and Assel, 2003). Thus a total of 11 weather and climate
variables were used: winter Tmin, Tmax, snow depth, and
precipitation; winter NAO, MEI, and PDO; growing-season
NAO, MEI and PDO; and the WSI. See Fig. 2 for plots of
some data, and Supporting Information section S2 for details
of all data and methods.

Data pre-processing

We performed all analyses described below at the three spatial
scales mentioned in the Introduction: counties (N¼ 44�71,
depending on the variables involved, see Supporting

Figure 2 Raw time series of (a) deer abundance, (b) deer-vehicle collisions (DVCs), (c) average winter (Dect�1 to Mart) snow depth, and (d) winter climate

indices (Multivariate El Niño Southern Oscillation Index, MEI; Pacific Decadal Oscillation, PDO) and hunter abundances (e). Each line in (a–c), (e)

represents a county. Other variables were used in analyses (see text) but are not shown here due to lack of significant assocations with the deer and DVC

variables that were the focus of the study.
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Information section S2; mean county area � SD = 2017 �
805 km2), USDA districts (N¼ 9; mean district area � SD =
16139 � 6168 km2) and statewide (Fig. S4). USDA district
data were the sum or average of county-level variables, as dis-
tricts were always conglomerates of counties (Fig. S4); like-
wise for statewide data. Results remained unchanged in their
main substance using larger spatial scales (see Results).
Each time series was Box–Cox transformed to ensure Gaus-

sian marginal distributions (Sheppard et al., 2016), which are
necessary for the Fourier-surrogate-based spatial wavelet
coherence testing procedures described below. This process
also included linear detrending, to remove trends that might
otherwise obscure patterns of synchrony (Buonaccorsi et al.,
2001), as well as variance standardisation (Supporting Infor-
mation section S2).

Analysis

We use wavelet transforms in all analyses. Wavelets are ideal
for detecting periodic components in complex field data
(Addison, 2002). The methods we use are well established,
standard tools in many fields, or are simple extensions thereof.
So we provide in the main text an operational description,
only, of each method, that is, what it takes as input, what it
provides as output and how to interpret the output, with tech-
nical details in Supporting Information section S2. All wavelet
analyses were done via the open-source “wsyn” software pack-
age for the R language (Reuman et al., 2019).
We characterised the spatial synchrony of spatiotemporal

variables (e.g. deer abundance) using wavelet mean field mag-
nitudes and wavelet phasor mean field magnitudes. Both
methods take as input standardised (see above) time series
data from multiple locations and provide as output plots
which display the degree of synchrony among locations as a
function of time and timescale (Figs 1g–i, Fig. S5). Thus the
plots reveal at what times, during the duration of data collec-
tion, and on what timescales, synchrony was prevalent. The
wavelet phasor mean field magnitude plot describes the degree
of phase synchrony among time series, whereas the wavelet
mean field magnitude plot describes the degree of synchrony
in both phases and amplitudes of oscillation. The statistical
significance of a wavelet phasor mean field magnitude plot, at
any given time and timescale, can be assessed through com-
parison to a null hypothesis of random phases (Supporting
Information section S2; Sheppard et al., 2013, 2016, 2019).
We used a significance threshold of P<0:001.
For both county- and district-level data, we assessed pair-

wise relationships between spatiotemporal variables using the
spatial wavelet coherence technique. Spatial wavelet coherence
tests for timescale-specific relationships between variables
(Fig. S6). Specifically, the technique tests whether two spa-
tiotemporal variables exhibit consistent phase differences and
correlated magnitudes of oscillation through time and across
space, as a function of timescale. Significance is determined
by comparing spatial wavelet coherence values for real data
with spatial wavelet coherences made from appropriately ran-
domised, Fourier surrogate data sets (100 000 surrogate data-
sets) that retain the same temporal and spatial autocorrelation
properties as the original time series but are otherwise

unrelated to each other (Supporting Information section S2;
Theiler et al., 1992; Schreiber and Schmitz, 2000; Sheppard
et al., 2013, 2016, 2017). We calculated how often observed
spatial wavelet coherence between pairs of variables was
ranked higher than coherences of surrogate data sets, aggre-
gating across the timescale band of interest using an average
rank-based method (Supporting Information section S2; Shep-
pard et al., 2016). A P-value of less than 0:05 means that the
average empirical spatial wavelet coherence rank was higher
than the same quantity calculated for at least 95% of the sur-
rogate data sets which represent the null hypothesis of no
relationship. Ranks of actual spatial wavelet coherences in
surrogate spatial wavelet coherences were also plotted against
timescale. Finally, when two variables had significant spatial
wavelet coherence over a timescale band, we calculated the
mean phase difference between the variables over the band, �θ,
in units of π radians, to determine if oscillations had approxi-
mately in-phase ( �θ

�� ��¼ 0 to 0:25), quarter-cycle ( �θ
�� ��¼ 0:25 to

0:75) or anti-phase ( �θ
�� ��¼ 0:75 to 1) relationships. We tested

spatial wavelet coherence between deer abundance and
weather and climate variables and hunter abundance, over the
3- to 7-year timescale band, where the majority of deer syn-
chrony was present (see Results). We also used spatial wavelet
coherence to test for relationships between deer abundance
and DVCs, and between deer abundance and DVCs adjusted
for traffic volume.
We calculated percentages of deer synchrony that could be

explained by the synchrony of individual weather variables,
through Moran effects, as well the percentage of DVC syn-
chrony explained by deer synchrony, following the wavelet
Moran theorem of Sheppard et al. (2016). As part of these
procedures, we evaluated model “cross terms”, which are the
component of synchrony that is due to variability explained
by the drivers at a given location being synchronous with
model residuals at other locations (Sheppard et al., 2016).
Cross terms must be small (<10% ) in order for inferences
about synchrony to be valid (Supporting Information section
S2). There are reasons to expect large cross terms to be miti-
gated at larger spatial scales under some circumstance (Sup-
porting Information section S2), one reason why we
performed analyses at both county and district scales. The
approach described here is most straightforwardly applied to
predictors which are spatially as well as temporally resolved,
for example, local weather variables as opposed to climate
indices such as MEI. Attempts to use these techniques to
quantify the fraction of deer synchrony explained by MEI
were more complex, and were not needed for our research
goals, so are in Supporting Information sections S2 (methods)
and S3 (results).
To quantify the degree to which synchronising effects are

responsible for cycling in statewide total deer and DVC time
series, we adapted the standard Fourier surrogate procedure
of Theiler et al. (1992). We constructed artificial time series
data, for both variables for each location, that had the same
spectral characteristics as the original data, except they were
not spatially synchronised over the 3- to 7-year timescale
band. We accomplished this by randomising phases of the
Fourier transforms of the county-level time series (Supporting
Information section S2). We summed each set of surrogate

© 2020 John Wiley & Sons Ltd/CNRS
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time series spatially to produce surrogate statewide total time
series for both deer and DVCs, representing the hypothetical
case of no synchrony over 3- to 7-year timescales. We then
compared these surrogate time series to the actual state-total
deer abundance and DVC time series to determine to what
extent additional variance and cycling intensity in the empiri-
cal state-total time series were attributable to synchrony.
Although wavelet tools were the most appropriate overall

choice for our research goals and are now standard, some
readers may be more familiar with Fourier analyses, which
have a longer history. Also, there may be a perceived mis-
match between our theory, which uses the Fourier language
of stochastic processes, and our empirical analyses based on
wavelets. In Supporting Information, after presenting supple-
mentary wavelet results (Supporting Information section S3),
we discuss why there is no real mismatch in approaches (be-
ginning of Supporting Information section S4); but we also
introduce (Supporting Information section S4) and apply
(Supporting Information section S5) a comprehensive suite of
alternative analyses of data, based solely on Fourier
approaches. All main conclusions of our work were dually
supported by both our wavelet and alternative Fourier
approaches, increasing confidence in our results.

RESULTS

The wavelet mean field of county deer abundance time series
revealed that synchrony occurred chiefly at 3- to 7-year time-
scales (Fig. 3a). The wavelet phasor mean field showed the
strong statistical significance of this phenomenon (Fig. 3b).
We therefore focused subsequent analysis on the 3- to 7-year
timescale band. Mean field magnitude plots for all winter
weather variables are in Fig. S7.
Spatial wavelet coherence demonstrated that deer abun-

dance synchrony on 3- to 7-year timescales was partly caused
by climatic Moran effects. Deer synchrony was related to win-
ter snow depth (spatial wavelet coherence, P = 0.05, Table 1),
in a near anti-phase relationship (mean phase difference

between abundance and snow depth across 3- to 7-year time-
scales, in units of π radians, was �θ¼ 0:85; Fig. S8d). Thus deer
abundances tended to peak in years of below-average snow.
No other local weather variables were significantly related
with deer abundance (Table 1). Deer abundance was also
related, with approximately quarter-cycle phase shifts, to the
multivariate El Niño Southern Oscillation index (P = 0.01,
�θ¼�0:6) and to the Pacific Decadal Oscillation (P = 0.04,
�θ¼�0:56, Table 1, Fig. S8a and c), both averaged over the
winter months (Dect�1 to Mart, abbreviations MEIw and
PDOw). These two indices were strongly coherent and in-
phase with each other on 3- to 7-year timescales over
1981–2016 (wavelet coherence, P = 0.0003, �θ¼ 0:01, Table
S1). Deer abundance was also significantly coherent with
growing-season MEI (Table 1), but likely only because MEIw
and growing-season MEI were coherent (Table S1). At 5-year
periodicity, the quarter-cycle phase lags between deer abun-
dance and MEIw/PDOw correspond to deer populations peak-
ing about 1.4 or 1.5 years after mild winters. Significant
spatial wavelet coherence with an environmental variable
which is itself spatially synchronous (e.g., snow depth or some
combination of weather variables related to MEI and PDO) is
evidence of transmission of synchrony from the environment
to deer via Moran effects (Supporting Information section S2;
Sheppard et al., 2016, 2019).
Snow depth and climate index results seemed to indicate

distinct or partly distinct phenomena synchronising deer on
different timescales within the 3- to 7-year band, and examin-
ing these distinct phenomena provide additional evidence that
Moran effects on deer are occurring. Deer dynamics at 3- to
4-year timescales were not significantly spatially coherent with
either MEIw or PDOw, which instead were strongly coherent
with deer on 4- to 7-year timescales (Table 1, see also Fig. S9a
and Table S2). In contrast, spatial wavelet coherence between
snow depth and deer was not significant on 4- to 7-year time-
scales, but was significant on 3- to 4-year timescales (Table 1).
Applying the wavelet Moran theorem, snow depth explained
16% of synchrony in deer abundance at 3- to 7-year time-
scales, but 40% of synchrony in deer abundance at 3- to 4-
year timescales (Table 1; see also USDA district level results
for the 3- to 4-year band, Table S2, which were similar but
had smaller cross terms). The timescale bands 3 to 4 years
and 4 to 7 years were chosen by examination of Fig. S9. The
wavelet Moran theorem of Sheppard et al. (2016) could not
straightforwardly be applied to estimate percentages of syn-
chrony in deer explained by MEIw, because MEIw is not a
spatially resolved variable (Methods). Such estimates are not
necessary, however, for our argument that deer are environ-
mentally synchronised in the 3- to 7-year band since this is
already adequately demonstrated by our wavelet coherence
results. See Supporting Information section S3 (also Fig. S10
and Table S3) for further discussion.
Deer synchrony on 3- to 7-year timescales was not caused

by hunting. County-level hunter and deer abundances were
not significantly spatially coherent (P = 0.09) over 3- to 7-year
timescales (Table 1, Figs S9b, S11). Hunter abundance was
significantly related to deer on shorter timescales, around 2 to
2.5-years (P = 0.009), and was in approximate anti-phase with
deer abundance on those timescales (�θ¼�0:84; Table 1, Figs

Figure 3 Wavelet mean field (a) and wavelet phasor mean field (b)

magnitudes of deer abundance time series (Methods). Higher values in (a)

and (b) indicate greater synchrony (a) or phase synchrony (b) at the

indicated times and timescales. Contours on (b) indicate statistical

significance of phase synchrony at P = 0.001. Horizontal lines in (a) and

(b) indicate the timescales that were the focus of subsequent statistical

analysis, 3–7 years.
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S8g, S9b). But these short-timescale results, while interesting
(Discussion), are not particularly relevant for synchrony
because deer showed limited synchrony on those timescales
(Fig. 3).
The wavelet and wavelet phasor mean field magnitude plots

for DVCs revealed time- and timescale-specific synchrony,
and visual patterns were remarkably similar to those shown
by deer (compare Figs 3a,b and Figs 4a,b). Spatial wavelet
coherence showed that deer abundance and DVCs were signif-
icantly related (P = 0.002, Table 1) on 3- to 7-year timescales,
and had a nearly in-phase relationship (�θ¼�0:02, Fig. S8e).
Deer abundance explained 79% of the synchrony in DVCs
when data were aggregated to USDA districts (Supporting
Information section S3, Fig. S12 and Table S2). As a visual
manifestation of this statistical result, a “predicted synchrony”
plot, which shows patterns of synchrony in DVCs which
would manifest if deer were the sole cause of DVC synchrony
(see Supporting Information section S2 for how such a plot is
produced), closely matched the patterns actually present in
DVC synchrony (Fig. 4c). Statistical significance, phase
relationships, and the amount of DVC synchrony
explained by deer abundance remained similar after adjusting
DVCs to account for fluctuations in traffic volume (Table 1,
and Supporting Information section S3, Table S2, and Fig.
S8f).

Statewide oscillations due to synchrony correspond to a typ-
ical difference of about 250 000 deer and about 2600 DVCs
between peak and trough years (Fig. 5). Importantly, these
high amplitude statewide oscillations in deer and DVCs disap-
pear (Fig. 5) when synchrony between counties on 3- to 7-year
timescales is removed via a randomisation procedure (Meth-
ods). Therefore, it is spatial synchrony that causes local
dynamics to sum to a substantial semi-periodic oscillatory
phenomenon on statewide spatial scales. Thus, the essence of
our theoretical results was borne out in our empirical results
(Fig. S13). Depending on assumptions made about DVC costs
and reporting rates (Supporting Information section S2; Hui-
jser et al., 2008; Marcoux and Riley, 2010; Conover, 2011),
statewide DVC damages vary by US$11-44Mn between peak
and trough years.
Supplementary results using Fourier approaches (Methods,

Supporting Information section S4) agreed with wavelet
results, confirming the same main conclusions that: (1) syn-
chrony in deer and DVCs was timescale specific and had a
peak at 3- to 7-year timescales; (2) deer synchrony was due to
environmental Moran effects and DVC synchrony was due to
the synchronising effects of deer; and (3) statewide cycles in
deer and DVCs occurred, and can be attributed to the time-
scale-specific synchrony in these variables (Supporting Infor-
mation section S5, Figs S14–S29, Table S4).

Table 1 Summary of spatial wavelet coherence tests and related results using county-level data

Predictor Response Timescale P-value Mean phase (�θ) Synchrony explained Average cross terms

Winter NAO Abundance 3–7 0.4473

Winter PDO Abundance 3–7 0.0384 −0.5585
Winter PDO Abundance 3–4 0.2648

Winter PDO Abundance 4–7 0.0340 −0.6569
Winter MEI Abundance 3–7 0.0098 −0.5960
Winter MEI Abundance 3–4 0.1744

Winter MEI Abundance 4–7 0.0046 −0.6827
Summer NAO Abundance 3–7 0.3156

Summer PDO Abundance 3–7 0.1518

Summer MEI Abundance 3–7 0.0185 −0.8930
Summer MEI Abundance 3–4 0.2295

Summer MEI Abundance 4–7 0.0118 −0.9140
Tmin Abundance 3–7 0.5279

Tmax Abundance 3–7 0.4366

Precipitation Abundance 3–7 0.4562

Snow Depth Abundance 3–7 0.0530 0.8538 16.1854 9.0007

Snow Depth Abundance 3–4 0.0101 0.8426 40.0303 9.6937

Snow Depth Abundance 4–7 0.2232

WSI Abundance 3–7 0.2091

Hunters Abundance 3–7 0.0879

Hunters Abundance 2–2.5 0.0087 −0.8359 0.0581 −0.5092
Abundance DVCs 3–7 0.0018 −0.0219 42.7297 33.2332

Abundance Traffic-adj. DVCs 3–7 0.0000 −0.0245 40.6136 28.7796

P-values and mean phases are from tests of spatial wavelet coherence (Methods) of the variables in columns 1 and 2 over the indicated timescale band.

Mean phases over the timescale band (units of π radians) are provided only when meaningful, that is, when spatial wavelet coherence was significant,

P<0:05, or marginally significant. A positive mean phase indicates the variable in the column Response is leading, and a negative mean phase indicates the

variable in the column Predictor is leading. The Synchrony explained and Average cross terms columns, which give percentages, are based on the wavelet

Moran theorem (Methods). When cross terms are low, synchrony explained is interpretable as the approximate percentage of synchrony in the response

explainable as due to the synchrony in the predictor. Cross terms were low enough except for tests involving DVCs, for which USDA district-level results

were more reliable (Table S2). Synchrony explained and Average cross terms are not reported for climate-index predictors because the climate indices are

not spatially resolved (Methods). All values were rounded to display four digits. Abundance = deer abundance.
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DISCUSSION

Overall, we demonstrated that timescale-specific Moran effects
can cause cycles in a regional population. This is a new mech-
anism by which the environment can produce population
cycles. Previous attempts to link environmental factors to
population cycles have either been unsubstantiated (e.g. sun
spots; Sinclair et al., 1992; Selas et al., 2004), or provided a
useful but partial explanation for cycles, as in studies of tetra-
onids (Watson et al., 2000) or small mammals (Kausrud
et al., 2008) which demonstrated that environmental factors
tend to modify cycles produced by density-dependent factors,
rather than producing them outright. Our study differs from
previous work, in part because the new mechanism does not
require a regular environmental oscillator like sun spots.
Rather, it is sufficient for irregular environmental drivers such
as winter climate to be coherent with populations over a par-
ticular timescale band, thereby inducing synchrony and lead-
ing to cycles in that band. We also presented what is, to our
knowledge, the first demonstration that synchrony can be
transmitted in a Moran-like effect from ecological to human
systems (deer to DVCs). If climate change alters synchrony,
as a growing number of papers indicate is likely occurring
(Post and Forchhammer, 2004; Allstadt et al., 2015; Defriez
et al., 2016; Koenig and Liebhold, 2016; Sheppard et al.,
2016; Shestakova et al., 2016; Black et al., 2018; Hansen
et al., 2020), our results show that cycles in populations and
human systems may change as a consequence.
There are two alternative elaborations of our mechanism.

First, environmental drivers may have produced small oscilla-
tions on 3- to 7-year timescales in county-level deer popula-
tions, and also brought these oscillations into synchrony,
thereby causing them to sum across counties to produce state-
wide cycles. Second, the local population oscillations may
have been due partly to the intrinsic dynamics of deer, result-
ing from density-dependent effects, maternal effects, or other
mechanisms of nonlinear dynamics. Synchronous environmen-
tal drivers would then have brought the intrinsically oscillat-
ing local dynamics into synchrony. The difference between
these alternatives is whether local population oscillations were
produced and synchronised, or synchronised but not pro-
duced, by environmental drivers. The alternatives would be

difficult to distinguish, but the former mechanism may be
more likely because winter climate is known to influence
ungulate dynamics (Post and Forchhammer, 2004; Grøtan
et al., 2005; Mysterud et al., 2008; Hegel et al., 2012), and we
are unaware of any evidence suggesting that deer populations
are intrinsically cyclic. In either case our mechanism is the
same whereby Moran effects synchronise local dynamics in a
timescale-specific manner, and then local dynamics sum to
produce cycles. Randomisations that removed synchrony but
preserved local fluctuations eliminated the state-wide cycles
(Fig. 5), demonstrating that synchrony likely produced them.
Large-scale climatic patterns and local winter weather are

known to influence synchrony via Moran effects in other
ungulates, including reindeer, caribou (Post and Forchham-
mer, 2002, 2004; Aanes et al., 2003; Hegel et al., 2012), roe
deer (Grøtan et al., 2005) and musk oxen (Post and Forch-
hammer, 2002), and thus the cycling mechanism we observed
may also occur in other ungulates. Here winter snow depth
and MEIw/PDOw were the primary determinants of deer syn-
chrony. Deer populations lagged MEIw by 1–2 years, a similar
delay to other reported lag times of climatic effects on deer
populations (Forchhammer et al., 1998; Post and Stenseth,
1998). Winter weather and climate probably influenced deer
because deeper snow limits access to winter food, which then
increases susceptibility to starvation or predators and reduces
parturition rates (Mysterud et al., 2008; Hegel et al., 2012).
Winter weather influences deer beyond WI, so timescale-speci-
fic synchrony may extend further than WI. Cycling over larger
regions may then be even stronger than what we documented
because a larger number of synchronised local populations
can accentuate the effect we described.
Hunters were not the principal driver of deer synchrony.

These results are consistent with the hypothesis that hunters
can regulate deer populations over short timescales and small
areas (Fryxell et al., 1991; DeNicola and Williams, 2008) but
have limited effects over longer timescales and larger areas
(Brown et al., 2000; Simard et al., 2013). The lack of longer
timescale (3- to 7-year) spatial wavelet coherence between
hunters and deer abundance likely also relates to the facts
that hunters typically prefer to shoot bucks, the removal of
which has limited population effects; and the state regulates
antlerless harvest to maintain desirable population sizes.

Figure 4 Wavelet mean field (a) and wavelet phasor mean field (b) magnitudes and predicted synchrony (c) of DVCs. Colors, contours and horizontal lines

in (a) and (b) indicate the same as in Fig. 3a and b, but for DVC data. Colors in (c) show synchrony in DVCs predicted by a wavelet model with sole

predictor deer abundance, while contours in (c) show the actual wavelet mean field magnitude of DVCs from (a), for comparison. Agreement is good,

giving a visual indication of the statistical result that deer synchrony explains DVC synchrony.

© 2020 John Wiley & Sons Ltd/CNRS
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Our results provide a previously unrecognised applied moti-
vation for studies of synchrony in populations. Fluctuations
of a quarter million deer, statewide, caused by synchrony,
likely will have considerable consequences for agricultural
crop damage, forest regeneration (Côté al. 2004), and hunting
success, all of which can have socioeconomic impacts. We also
showed that Moran effects subsequently pass from deer to
DVCs in a cascading manner. Deer synchrony almost cer-
tainly caused DVC synchrony rather than the opposite

causation, because DVCs were too infrequent to meaningfully
drive deer fluctuations (Fig. 2), and if they did an anti-phase
relationship would have been found (as opposed to the in-
phase relationship we observed). Thus Moran effects are ulti-
mately responsible for synchrony of DVCs, and synchrony
causes fluctuations of more than 2500 annual documented
DVCs through time. Such fluctuations may influence insur-
ance and accident recovery industries, though we have not
inquired whether a fluctuation of this magnitude is big enough
to be of substantial concern to these industries. Our results
provide another reason that additional studies of climate-
change influences on synchrony (Hansen et al., 2020) should
be undertaken: such influences may alter the cycling of popu-
lations, including populations of socioeconomic importance.
An important aspect of the phenomena we explore is their

specificity to certain timescales. Deer cycles would not have
manifested had deer synchrony not been specific to certain
timescales. Timescale specificity in synchrony is now known
to be common (Sheppard et al., 2016, 2017, 2019; Walter
et al., 2017; Anderson et al., 2019; Haynes et al., 2019). Many
past analyses of synchrony have used correlation methods
(Liebhold et al., 2004) that conflate timescales, but this can
hinder detection of synchronous phenomena and inferences of
drivers of synchrony by obscuring synchrony on some time-
scales with asynchronous dynamics on other timescales (Shep-
pard et al., 2016). The methods used here (Sheppard et al.,
2016, 2017, 2019; Walter et al., 2017) were able to isolate the
timescales on which synchrony occurred, facilitating precise
determination of drivers of synchrony. Historically, determi-
nation of causes of synchrony was called difficult (Kendall
et al., 2000; Liebhold et al., 2004; Abbott, 2007), but in our
previous work (Sheppard et al., 2016, 2017, 2019; Walter
et al., 2017), and again here, we showed that using timescale-
specific methods can help ameliorate this difficulty and can
reveal new phenomena and mechanisms.
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